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How We Coordinate at TDHS

____________________________________________________________________
     The Texas Department of Human Services has had MAPPER since 1981. At first, it was run out of a programmer's file, started during the day when someone needed access, and brought down when not required. Interest grew rapidly, a coordinator and internalist were assigned, and MAPPER became 'official' systems software.
     Today, TDHS has four MAPPER systems running on three mainframes, with nearly 5,000 users running hundreds of applications. In addition, nearly 100 trained run designers are supported. We have three full-time coordinators to run the show.

     By most standards you could call us a medium-to-large sized MAPPER shop. Coordinating a single MAPPER can keep you busy enough, but how in the heck do you control four of 'em? Let's talk a little bit about the approach we've taken at TDHS.

     First, it helps to know what coordinators do. Some coordinator responsibilities are: registering users, terminals, and form types; monitoring applications, system performance, and file sizes; developing applications; providing consultation to other run designers on applications development, and training/supporting end-users and run designers. Doesn't sound like much, but there's more to it than meets the eye-bank (pardon the pun, internalists).

     For a small shop, the above mentioned tasks can keep one person busy full-time. For a larger shop, it's impossible for any normal human to do it all. You have to delegate. For instance, TDHS coordinators generally don't register users. We have security officers who are responsible for giving out access to the mainframe, so we developed a utility whereby they could register MAPPER users as well. They contact us only if the request form omits which department or mode to register. 

     Terminals are configured by an automated system that not only registers them in MAPPER, but feeds a file of transactions to TELCON as well. TELCON then feeds back a network configuration file to MAPPER, used to create the Network Configuration System database, providing information on everything genned in the network. So we rarely register terminals via the RECON run.

     Some things have never been given away. We register and delete all form types, but have selectively delegated the ability to update the zero rid to a group we call the support-coordinators. There are currently over 60 people registered as supp-coords. We generally have one or two per department, although not all departments are covered.

     The support-coordinators have been given limited coordinator capabilities via a system consisting of a menu and a set of runs.  They have the ability to register, modify, and delete users. They can register runs. They can get a list of all the runs in their department, or all the departments their users have access to. They have two runs to analyze the MAPPER log rids for activity by user-ids or terminals. And the list goes on. 

     All MAPPER system, application, and file monitoring functions are performed by the coordinators. We provide support for end-users and run designers, although the support-coordinators often are contacted first, often filtering only the most difficult questions to us. 

     So what's left? We work with other run designers, assisting them in developing their own systems. We also write and maintain applications, trying like made to delegate the 'modify' part whenever possible. After all, you wouldn't want to get stuck maintaining a few hundred applications, now would you?  

     And finally, we have end-user and run designer training and support. All of our MAPPER training is done in-house. The coordinators do most of the manual MAPPER and all of the run design classes, while any application specific needs are usually handled by regular in-house trainers. The advantages to in-house training are enormous. Besides saving unbelievable amounts of money, we get to control the learning environment, teaching procedures and techniques that may be unique to the agency, such as the use utility runs developed in-house.

     Well, that about takes care of one MAPPER, but what about the other three? Multiple MAPPERs can really complicate the issue, believe me. There are an unbelievable number of ways that things can get out of sync if you let them. You find yourself often entering a circumflex (the '^' character) just to see which MAPPER you're in. 

     A reserved word that comes in quite handy is LRRSD$. It contains a number unique to each MAPPER, which can be used to control processes that may not be valid for a particular environment. It can cause extreme headaches when one MAPPER's data has been overlaid by another's erroneously. Utility runs can be smart enough to detect that the activity you are attempting to instigate is invalid for the current MAPPER and tell you so.

     A major area of concern is how to maintain parallel copies of all the utility runs provided by Unisys (that we NEVER modify, do we...chuckle, chuckle) as well as all the runs written in-house to provide functionality not currently covered by manual functions. We have well over 100 local utility runs, and more are being written all the time.

     How do you go about sending copies of a run or table to all the other MAPPERs? With a run, of course! This is where LRRSD$ comes in handy again. I have a little utility run that takes whatever rid is on display and then starts itself as a background process. Because it knows what MAPPER it's on, it will do a remote run (@RRN) to the other MAPPERs, passing the rid across in the process. The run provides the ability to pass to all MAPPERs, or just one. 

     The remote run takes the rid and some control parameters passed to it as input, replacing the same rid locally. It then returns a message via @RTN to the original background run, which then sends a status message to my terminal informing me of the success or failure of the request. 

     If I have passed across a run not currently registered in the other MAPPERs, the remote run will register it for me. If the run is already registered and the registration disagrees with the rid I told it to replace, it tells me. 

     You want to hear something really dangerous? Another utility we have allows for the remote deletion of rids on the other MAPPERs! Sounds scary, but it is really handy when you are confident of synchronicity across the MAPPERs and just don't have the time or patience to sign in to each one and delete the rid manually. By the way, it has never caused a problem for us. This utility also allows me to get a rid from a remote MAPPER and store it locally.

     These utilities are very handy when you consider the alternatives. Gee, I guess you could @ELT the rid to a disk file, sign in to demand, DDP it across to the other mainframe(s), sign in to the other mainframes, @RET the file, and finally replace the rid. What a bore! 

     You're not going to believe this! We have given the run designers the ability to modify their own I/O and LLP limits! No, they can't enter a limit number. I read the current limits and increase them by a certain percentage, decreasing the percentage each time they request an increase, until ultimately they can't increase the limits anymore. The run registration record gets flagged to indicate the limits were modified by a run designer, and any run whose limits have been altered is subject to review.

     Run designers can also change the name of a run. How many coordinators out there will register a block of test rids as test2, test3, etc. and then have to turn right around and rename them as the run designers completes and productionalizes them? A lot of my phone calls in the past were to register runs, bump up the I/O and LLP limits, and then turn around and rename them again. No more! We register a block of runs and then turn them loose. I can still review any run that has had it's limits bumped.

     Another handy utility will display any run in the system. I give it the run-name and an optional department number. If the run is not in the requested department, all departments in the system can be scanned, until the run is found and displayed. We use this utility constantly.

     Sometimes, when assisting another run designer with a bug, it is insufficient to merely look at the run. It must be executed. But the run is always in a non-coordinator department. There are two options: you can sign in to the other department, to which you probably don't have a user-id, or you can register the run to the coordinator department you're currently in. My preference is to sign in to the other department to execute the run, but having to register my user-id to that department can get tedious.

     Naturally, I wrote another utility run, using the "secret" run function @SON (sign-on). This function can issue a user-id, department, and password for you. I tell the run which department to sign me in to. It checks the department's user registration rid for my user-id. If found, it reads my password and signs me in. If I'm not registered to the department, it registers me and then signs me in. This way I can execute the buggy run in question. 

     After correcting the problem, I can execute another run to delete my user-id from the run designers' department, and all is well. It is a good idea to periodically scan all departments for your user-id, and delete any not needed.

     All of the above mentioned coordinator utilities are registered "globally". After all, I may need them at any time, from any department. Sound dangerous? Not at all. My favorite reserved word is CPRIV$ (coordinator privileges). All my global coordinator utilities check CPRIV$ before doing anything. Not a coordinator? You get idled out of MAPPER if you try to execute the run. This very quickly discourages any would be hackers. Sounds mean, but it works quite well.

     Needless to say, it all boils down to having the proper tools to do the job. You may end up fabricating most of your own tools, but then you know exactly how they work. Don't worry about modifying runs supplied by Unisys. You can always restore them to the release tape version if things get out of hand.

     It is impossible to over-state a coordinator's importance in regard to properly managing MAPPER's vast resources. Good coordinators are a rare commodity. Give them the respect accorded to any professional database administrator, programmer, analyst, consultant, teacher, statistician, and friend. And don't forget that they like lots of presents on their birthday!
____________________________________________________________________
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